1. The problem our project solves

The current influx of Corona-related fake news is unprecedented in terms of how widespread such content is being shared (geographically) and in terms of the real harm it is causing, right now, to real people and communities all over the world.

There are many potential strategies for tackling fake news, but before any other concrete action can be taken, **step 1. is identifying fake news**. Current approaches for identifying fake news rely mainly on teams of professional fact checkers. The problem is:

* these teams can't cope with the huge influx of fake news - meaning a lot of content is gaining traction before being flagged
* these teams are typically based in only a handful of (highly developed) countries and can only check content in a limited number of languages

FakeMash addresses these issues.

1. What is FakeMash?

FakeMash is a community-driven platform for identifying fake news, where anyone can sign up in order to help fight fake news! The platform will:

* allow us to vastly expand efforts / personnel available for identifying fake news, thereby ensuring that such contentis flagged **quickly, before gaining widespread traction**;
* ensure this effort is carried out **worldwide and in all languages**, rather than being concentrated in the most developed nations.

FakeMash works as follows:

1. Users sign up to the platform, and indicate what “categories” of fake news they want to review (coronavirus, climate change, …) and the languages in which they want to review content.
2. Users are taken to the platform’s Fact Check page, where they receive a short interactive tutorial, and can select their first online content to review. The content which we offer to the user to review, is determined by existing Machine Learning algorithms for identifying “suspicious content” (ML algorithms are good at flagging suspicious content, but not yet good enough to accurately determine whether content is in fact fake news).
3. After taking their time to read and fact check the content, they decide whether the content should be classified as “Legitimate”, “Satire”, “Misleading” or “Fake News”.
4. Their submission is added to our database, and the user can pick the next content to review. Unbeknownst to the user, some content which he/she reviews has already been fact checked by a professional fact checker. This is “Benchmark Content” which is used to determine the user’s “Reliability Score” (based on how well their content classifications correlate with the content classifications chosen by professional fact checkers). As such, the intention is \*\*not\*\* to let users “democratically decide” what content should or shouldn’t be considered as fake news, since this would lead to community bias, and would expose the platform to trolls wanting to ‘game’ the system. Rather, the intention is for the platform to serve as an extension / amplification of the work already being carried out by professional fact checkers.
5. Once different users have reviewed the same article, their classifications are accumulated. Based on each user’s Reliability Score, and on the variance between various users’ responses, our algorithm determines whether we have enough reliable reviews to give the content its final classification. If so, it is moved to the final content database, and will no longer be shown to users to review.

That is the core functionality. Additional platform features include:

* Gamification: users can climb in the leaderboards, obtain badges for different achievements, make teams, unlock new features as they progress (for instance, one they reach a certain high rank - aka high Reliability Score - they will have the option to review only content which our algorithm has flagged as “hard to classify”), ...
* Allowing users to submit “new” fake news content which they have found.
* A Platform Metrics page where users can see how they rank compared to other users, and see what the platform has accomplished so far.
* A Community Resources page which users can use to improve their fact checking skills.

1. What you have done during the weekend

The core concept was thought out beforehand and the team was assembled through the Slack channels on Friday. Everything else was done over the weekend: fleshing out the concept, front end and back end design planning, user persona creation, user journey creation, algorithm development, database design, UI design and content development, deciding on a platform name, designing a logo, concept testing, creating the final submission post, creating the submission video.

It has been an extremely staneous but rewarding weekend for the team. We were a team of 7 coming from different national backgrounds and collaborating from 7 different countries from all around the world. Despite our differences we had only one goal in mind - how to win the war against FakeNews? Our collective effort came to life in the form of **FakeMash** -an online platform that thrives on community spirits of **Citizen Journalism**. We had never met before in real life but it is amazing how quickly we got acquainted to each other sharing a common goal. Throughout the process we complemented each other’s strengths and weaknesses and learned a lot from the process. Here is how our project unfolded over the weekend following the [**Agile management**](https://searchcio.techtarget.com/definition/Agile-project-management) **principles**.

**Friday: 24th April 2020**

**Phase 1: Team Formation & Project Scoping**

* Team Formation
* Idea Development

**Saturday & Sunday: 25 -26th April 2020**

**Phase 2: Design Planning Sprints**

* Front End Design planning
* Back End Design planning

**Phase 3: Front End Development Sprint**

* Persona Development
* User Journey Development
* UX/UI Design & Content Development
* Concept Testing

**Phase 4: BackEnd Development Sprint**

* Back End Platform Integration Planning
* Algorithm Development
* Database Planning & Design
* Leaderboard & Rating System Development

**Sunday & Monday: 26 & 27th April 2020**

**Phase 5: Final Reporting**

* Report
* Explainer Video

**Team Meetings:** Friday (24th April) - 21:45 Hrs, Saturday & Sunday (25-26th April) - 14:00

Hrs & 20:00 Hrs CET

1. The solution’s impact to the crisis

Fake News has become a big news in itself over the past couple of years. A [recent study](https://s3.amazonaws.com/media.mediapost.com/uploads/EconomicCostOfFakeNews.pdf) conducted by economists at University of Baltimore concluded that businesses and society have paid a whopping **$78 billion** annual global cost running up to 2019. Citizen journalism and freedom of information flow has further accelerated the dark art of media and news manipulation following the COVID crisis worldwide. It is believed that medium to large organisations unwillingly pay around **$9.5 billion** a year to manage their reputation online, while the socio-political costs of fake news remains an uncharted territory. The COVID-19 situation has created a ‘perfect storm’ for conspiracy theorists to, once again, jump on the bandwagon. The WHO has described the situation as an **infodemic,** aiming to cause large social unrest. For example UK 5G towers were set on fire, while people died from consuming hydroxychloroquine based on COVID related misinformation circulation.

**Addressing COVID pandemic and beyond FakeMash will aim to offer a multidimensional impact to Fake News crisis:**

The platform will contribute to three key areas: **Social**, **Economical**, and **Political.**

**Social Impact:**

**Crowdsourcing/Community Power:** while many web and mobile applications are busy developing AI based fake news detection solutions, research carried out by Nelson & Cobbler (2019) shows that human accuracy supersedes by over 56% in fake news detection. Hence, large organisations like Google & Facebook use a combination machine and human effort in fighting disinformation pandemic. [Developing on research](https://link.springer.com/article/10.1007/s10791-012-9203-2) (Munro 2013) FakeMash promotes the power of crowdsourcing in our fight against crisis affected communities.

**Citizen Journalism:** FakeMash proposes to make a social impact by developing a community of Citizen Journalists who will volunteer to improve digital media space circulating sensitive COVID related news.

**Fact Checking Skill Development:** FakeMash will constantly improve to help develop community member’s fact checking skills over the time.

**Social Advocacy:** FakeMash will support members to become advocacy leaders promoting the dangerous consequences of fake news infodemic.

**Digital Detox:** FakeMash will also clear up the internet space so legitimate news related to COVID treatment, vaccination and government instructions can reach people without contradictory noise.

**Business & Economic Impact:**

**Fake News Database**: Over the time FakeMash will develop a **database repository** of misinformation, captured and categorised by a community of volunteers, that can be used against disinformation outbreak in the future.

**ML/DL Training:** The database can be an asset for machine learning algorithms for advanced training and detection purposes.

**Big Data, Analytics & Insight:** Following big data driven economy, FakeMash database repository will also provide wealth of raw data that can be analysed to understand and categorise the nature, origin and optimum time of fake news circulation.

**Organisational Reputation Management (ORM):** In the long run FakeMash can become an organisational reputation management support partner helping organisations to understand imminent reputational threats due to circulation of fake news. FakeMash can become a consulting partner to businesses in managing online reputation.

**Financial Trading Protection:** As a lot of the financial trading activities are becoming more and more automated based on social sentiment detection, in 2019, the stock market has lost $39 billion as a result of fake news circulation. The COVID pandemic can misguide financial investors by circulating large amounts of misinformation leading to unrest, stock market crisis and economic downturn. In the long run FakeMash will aim to develop partnerships with the financial industry in developing custom made solutions to filter out misinformation, so human and AI investors don't make ill informed decisions.

**Political Impact:**

**Idealism & Political Propaganda:** Fake news has been known to drive mass political propaganda. The COVID situation has circulated dangerous political propagandas against China & Russia, depicting conspiracy theories of biological warfare. These mass idealisms can be extremely dangerous with grave consequences for a nation. Therefore, it is extremely important for humanity to work for each other and stop the progression of dangerous political propagandas. FakeMash will thrive on community spirit to turn the tide on this dark art, because community spirit works better during the time of crisis. #Weareinthistogether.

Over the past couple of months, the Internet has been flooded by fake news and conspiracy theories regarding the coronavirus. We have all seen claims that the virus was intentionally developed by Bill Gates for personal profit, or that medical professionals from Europe and North America are using the situation to test harmful vaccines on African populations, or that the virus does not even exist, but is a story fabricated by the supposed “deep state” as a premise to exert ever more control over its helpless citizens.

These sorts of claims undermine trust in legitimate governments trying their best to tackle the crisis, they lead to a further erosion of confidence in real science and experts, and ultimately, they may result in thousands of additional corona deaths, which could have been prevented.

At the same time, if the past few weeks have shown us anything, it’s that in times of crisis communities come together and individuals step up to the challenge in order to help in any way they can, whether it be through the sewing of homemade face masks, volunteering their time to health services or to community support groups, putting their computer resources at work to calculate potential remedies to the coronavirus, or indeed, monitoring online groups in order to remove harmful content.

Our platform empowers regular citizens to take action and contribute to tackling this infodemic, in order to ensure that fake news is identified quickly, and action can be taken to curb its spread - before it causes real harm to people and communities all over the world.

Clearly, more can, and should be done. Thousands of preventable corona deaths, widespread mistrust in legitimate governments trying their best to tackle the crisis, a further erosion of confidence in real science and experts. This is what is at stake if we do not step up our response.

1. What’s next for Our Project

We have been in contact with the team at “DetectiveCollective”, who are developing a similar community-driven solution to identifying fake news. Both teams want to collaborate on developing this concept further, beyond the Hackathon.

Once the platform is ready, it will be hooked up to existing Machine Learning algorithms which flag “suspicious content” (content which can then be presented to our users for reviewing), as well as to databases of content which has already been reviewed by professional fact checkers (to provide benchmark data in order to establish public users’ reliability score).

Regarding databases of content checked by professional fact checkers, as a starting point we have been in touch with members of the “Journalistes Solidaires” team, and they have expressed interest in providing such data.

1. The value of our solution after the crisis

The current influx of corona-related fake news is what inspired this project, and it is an issue which must be tackled with urgency. However, other types of fake news - such as fake news related to elections or to climate change - will continue to be a problem long after this pandemic has passed, and our platform can be used to identify fake news related to any topic. Furthermore, the platform gives users the option to choose what “category” of fake news they are interested in reviewing, thereby ensuring that content related to the “most pressing issue” at any given time, will be the content which is reviewed with most urgency.

1. The URL to the prototype [Github, Website,...] (several links possible)
2. The URL to the pitchvideo **(Required)**
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**Impact Potential**

Compared to current approaches for identifying fake news, our solution would ensure that fake news is identified significantly faster (before gaining widespread traction) and that this identification is carried out worldwide, in all languages (rather than being concentrated in the most developed nations).

Any number of users could sign up to the platform, and given that millions of people are currently stuck at home (due to lockdowns), itching at any opportunity to help out, we believe interest would be high (as demonstrated by enormous public engagement with other crowd-sourced solutions to tackling the corona pandemic, such as [Folding@Home](https://www.anandtech.com/show/15661/folding-at-home-reaches-exascale-1000000000000000000-operations-per-second-for-covid-19)).

The resulting database of fake news content would enable companies such as Google, Facebook or Twitter, as well as news websites, to then take appropriate and timely action to limit the spread of such harmful content. Furthermore, as our fake news database grows, it could also be used to train Machine Learning algorithms to become better at accurately identifying fake news content (rather than just flagging “suspicious content” which must then be reviewed by humans), thereby progressively reducing our reliance on human fact checkers.

Despite the apparent simplicity of the concept, a community-driven approach to identifying fake news has received surprisingly little attention. Projects that *have* followed this approach have run into issues with a) community bias, which raises questions concerning the validity of the classification results and b) lack of user engagement. Our platform overcomes these issues by a) correlating user input with professional fact checker input in order to determine user reliability scores and b) having a very simple review submission procedure (no need to write a report) + platform gamification.

**Technical Complexity & Novelty**

Rather than opting for an unnecessarily complex solution, we are offering a relatively simple solution to a complex problem. The main conceptual innovation is the simple idea of correlating user input with professional fact checker input, in order to determine user reliability scores. This effectively makes the platform an extension / amplification of the excellent work already being carried out by professional fact checkers (rather than it being a forum for “democratically deciding” whether any given content should be considered legitimate or fake news).

**Prototype Completion**

We have a functioning front-end UI prototype, as well as solid back-end algorithms for a) determining user reliability scores (from their input’s correlation with expert fact checker input) and b) determining when we have enough user input (from users with a sufficiently high reliability score) to give content its final classification as either legitimate news, satire, misleading or fake news.

What is missing is the connection between front-end and back-end. We have built a preliminary implementation of the UI in Drupal, and have a good idea of how to integrate front-end and back-end on this platform, however we are open to exploring other options (notably in consultation with our potential future teammates from “DetectiveCollective”). Ideally, rather than relying on a platform such as Drupal, we would work with a front end developer to port the UI design to HTML / CSS and then integrate it with the back-end.

**Business Plan**

Once developed, there are three possible paths for keeping the platform viable long-term:

* The most straightforward path would be for a company (or partnership of companies), such as Google, Facebook or Twitter, to take charge of the platform. They have the capital and developers needed to keep the platform running and to scale it as required. Furthermore, they already have the necessary components which must be hooked up to the platform, namely a) Machine Learning algorithms for flagging suspicious content and b) teams of professional fact checkers whose input can be correlated with that of public users. These companies are currently receiving a lot of criticism for the amount of (corona-related) fake news which continues to spread through their platforms. Launching an effective solution for identifying fake news would therefore be in their interest, as it would allow them a) to more efficiently limit the spread of fake news on their platforms, and b) demonstrate to their users, their investors and to the public that they are making an effort to step up their response to fake news.
* The second path would be to establish a non-profit charged with maintaining the platform. The non-profit could fund the operation and upkeep of the platform through donations or (government) grants.
* The third path would be to fund the platform by charging a monthly fee to third parties wishing to use our extensive, up-to-date, worldwide fake news database (parties such as social media websites, news websites or governments). However, we consider this the least desirable option, as a) it might alienate public fact checkers, since the platform would effectively be generating income thanks to their volunteer work and b) the fake news database would only be accessible to paying customers, thereby limiting its impact.